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Introduction 

In older people nutritional status is an important predictor of health and physical function where it is a key contributor to the development of physical frailty (i.e. sarcopenia). In turn, physical frailty has been linked to dementia and depression and poor quality of life, highlighting the need to integrate nutritional information with assessment of physical, mental and cognitive function. 

NANA (Novel Assessment of Nutrition and Ageing) is a multidisciplinary project exploring the creative application of technology to provide integrated assessment of nutrition, cognition, physical function and mental health in older people. The project aims to (i) develop new methods of assessment, (ii) illuminate the relationships between nutrition, cognition, physical function and mental health in the ageing population, and (iii) advance understanding of the risk factors associated with common problems of ageing such as malnutrition and frailty. This paper focuses on some of the key challenges in the nutritional aspect of the project with examples of how these are being tackled.

MALNUTRITION

In the UK malnutrition costs in excess of £7.3bn per annum, including £3.8bn in hospital costs and £2.6bn for long-term care [1]. More than 50% of these costs are expended on people over 65 [1]. Malnutrition in older people is associated with length of hospital stay, increased likelihood of developing complications, co-morbidity and mortality [2]. 

Factors that contribute to the development of malnutrition include physical difficulties with shopping, food preparation or eating due to illness or mobility limitations. Other contributory factors include difficulty swallowing or chewing, for example due to poor fitting dentures. Malnutrition may also be related to symptoms of disease or medical treatments that make eating unpleasant, such as nausea, vomiting, sore mouth, and constipation. Environmental contributors to malnutrition include a non-conducive environment or routine, for example in hospital or other institution, unappetizing food or inadequate food supply due to poverty or social isolation. Loss of appetite and reduced interest in food may occur in response to medication, bereavement or mental illness, such as anxiety or depression. Impaired cognitive function, for example dementia or other neurological conditions may also interfere with appetite or eating behaviour in older people [3].

ASSESSING NUTRITIONAL STATUS

Given the varied nature of causes and risk factors for malnutrition in older people it is vitally important that reliable and accurate information is available about an individual’s nutritional status. Currently nutritional status is most commonly assessed through pen and paper methods of recording that include a 7-day food diary, daily food record or Food Frequency Questionnaire (see [4] for a brief review). However, it is widely acknowledged that there is a problem with under-reporting of food intake using these methods when compared with physiological measures that calculate total energy expenditure [5]. This may be due to (i) people underestimating portion sizes, (ii) people changing their behaviour and under-eating during the period of dietary recording, (iii) a need to conform to social expectations about diet such that people record items they think are expected or acceptable or, (iv) especially with older people, memory problems such that people cannot recall everything they have eaten [5].

Taking the first of these issues, it is apparent that people have great difficulty estimating portion size in respect of food they have consumed. At present portion size is commonly measured using a ‘Food Atlas’ [6], from which people select from an array of photographs the one that looks most like the portion of any given food, e.g. Spaghetti Bolognese, they consumed (see Figure 1). 
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Figure 1. Mince based dishes. Source: ‘A Photographic Atlas of Food Portion Sizes’ (Nelson, Atkinson & Mayer, 1997).

Technology could potentially improve this process by reducing the cognitive burden portion estimation places on people. This is one of the issues we are attempting to address in NANA and one strand of this work - food recognition - is reported below.
FOOD RECOGNITION

To have any chance of automating portion estimation requires first that any non-human system can successfully recognize food items. To date this research has focused on the development of algorithms that can automatically identify and classify specific food types, using fruit in the first instance. This has evolved as a three-stage process: 1) Segmentation; 2) Feature Extraction; and 3) Classification

1. Segmentation: The aim here is to segment the food items from the background. The underlying assumptions are (i) the plate is white and relatively round, and (ii) food items are non-touching and darker than the plate (Figure 2). This is achieved through plate segmentation and separation of the food items.
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Figure 2. A sample image from our dataset

The approach to plate segmentation is loosely based on work by Taati et al. [7]. The basic idea is to find a threshold that can separate the plate from the background. Due to differences in lighting and image content, a threshold that is adaptable to the image in question is ideal. For this purpose we use image percentiles. First, the image is converted to a different colour map: HSV (Hue, Saturation, Value). The value channel is a grayscale image that represents the maximum intensities at each pixel. The 90th percentile of the value channel is used to threshold the value image, forming a binary image. Gaps and discontinuities are filled automatically and then the connected components algorithm [8] is used to find the largest blob in the image. Lastly, a probabilistic sampling algorithm, RANSAC [9], is used to fit an ellipse to the blob, generating a mask image of the plate (Figure 3b). 
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Figure 3. A sample image with its plate segmentation result.

On the left (a) is the original. On the right (b) is the result of the plate segmentation algorithm

A key issue in segmenting food on the plate is dealing with shadows. This is tackled by using the saturation channel of the HSV image. The benefit of this is that saturation distinguishes gray shades from colourful ones and allows us to avoid including shadows in the food segments. This is achieved by thresholding the segmented plate image with respect to saturation. As before, smoothing is performed and the food segments are found using connected components analysis. Sample segmentation results are shown in figure 4.
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Figure 3. Sample food segmentation results. 

On the left is the resulting mask image and on the right is the final food segment
2. Feature Extraction: A feature is the information that is extracted from images and that represents them. We extract features from images of the segmented food items. The feature vector for each food segment consists of two kinds of features. The first is the relative size of the segment (in pixels) with respect to the size of the plate. The second feature represents the colour information of the food segment. First, the food segment is converted into the YCbCr colour map. Then, a histogram over the Y (luma) channel is stored along with the averages of the Cb (blue-difference chroma) and Cr (red-difference chroma) channels. These four pieces of information form the feature vector for each food segment.

3. Classification: The food recognition problem is formulated as a multi-class classification problem. Hence, each food item can belong to only one food category. As mentioned earlier, we are focusing on eight fruit categories including strawberries, bananas and apples and evaluate three well known classification algorithms: Logistic Regression (LR,
 [10]), Support Vector Machines (SVM; ibid) and Neural Networks (NN; ibid). Each of these algorithms has a learning phase, where food segment features with their appropriate category names are passed to the algorithm. Each algorithm then learns the common characteristics of each category by finding a boundary between the categories in the feature space. At the classification stage, unlabeled food segment features are passed to the algorithm which maps the feature vector onto the learnt feature space. The category to which the feature point is closest to is reported as the category to which the food segment belongs.  

We evaluated these algorithms on a dataset of 200 images consisting of eight fruit categories. The classifiers were trained and evaluated using a 10-fold cross validation scheme, where the dataset was divided into ten folds and each time one fold was held out as test data. This process was repeated five times and the results were averaged over the runs. Logistic regression achieved the highest classification accuracy with 92.2%. SVM and NN achieved 91.7% and 84.8% accuracy, respectively. Currently, most errors occur due to the confusion of categories that are similar in colour or size, such as apples and pears. This effect was also observed between oranges and clementines and apples and bananas.

Discussion
The results to date indicate the potential of a food recognition system. Undoubtedly, all the aspects of the system depend on each other’s performance. Accurate classification relies heavily on good segmentation results and ultimately on the underlying assumptions of the data. At this point, nearly perfect segmentation is achieved due to the simplifying assumption that food items are non-touching. However, this is not an appropriate assumption for real-world use. Therefore, we are collecting a bigger and more extensive image dataset that extends to commonly consumed food, such as meat and bread products. In this dataset, we are relaxing the assumptions and allow touching food items and variability in lighting conditions. The creation of such a dataset will help in promoting research further in this new area. Then, with the use of state-of-the-art computer vision algorithms, we are planning to work on the resulting more difficult segmentation problem. Moreover, we aim to extend the features extracted to include texture and shape. With the help of these we hope to resolve the misclassifications that arise with the current system.

Additionally, we are tackling the fundamental challenges associated with food recognition with a view to automating the portion estimation process. This is important for improving reliability and accuracy of data collection while reducing the burden placed on people to recall and record their food and drink consumption. Addressing this is integral to meeting the aims of the NANA project to improve assessment of nutritional status through the creative application of technology. The preliminary system described shows promise that automatic food recognition can be attained in the future as an intermediate step in the much more challenging task of improving nutritional assessment.
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